## **Fine-Tuning Resources**

[Fine-tuning Gemma](https://www.datacamp.com/tutorial/fine-tuning-gemma-2)

[Fine-tuning Llama 3.1](https://www.datacamp.com/tutorial/fine-tuning-llama-3-1)

[Fine-tuning Unsloth Llama 3.1](https://huggingface.co/blog/mlabonne/sft-llama3)

## **Conversation Datasets (English)**

These datasets are excellent resources for training conversational agents and chatbots. They include a variety of dialogues that can be used to build, fine-tune, and improve the performance of language models:

* [3K Conversations Dataset for Chatbot](https://www.kaggle.com/datasets/kreeshrajani/3k-conversations-dataset-for-chatbot)
  + A large collection of 3,000 conversations that can be used to enhance chatbot training.
* [Human Conversation Training Data](https://www.kaggle.com/datasets/projjal1/human-conversation-training-data)
  + A dataset comprising real human conversations for training conversational agents and improving dialogue generation.